
33Rebuilding Broken Japanese Consumer Trust

Introduction

While for the average consumer data and es-

pecially personal data is little more than a by-

product of their everyday lives, it is hard to un-

derstate its importance for some actors. Many 

of the larger tech companies rely heavily on 

advertisement as a source of revenue, the per-

sonalization of which relies on personal data. 

Companies thus have a motivation to gather as 

much personal data as possible to enhance ac-

curacy in targeted advertising. This runs count-

er to the interests of many consumers, who are 

usually forced to put up with personal data 

processing to make use of various services. Le-

gal frameworks are the main means of protect-

ing consumers. But that is not to say that con-

sumers themselves have no means to alter the 

equation to their advantage. Voting with your 

wallet, as well as limiting participation are pro-

active means of consumer protection. For larg-

er tech companies like Google or Apple, con-

sumers are left with little choice but to sacrifice 

their personal data for using various services 

they cannot receive elsewhere. Companies that 

do not dominate a market, however, are likely 

to be more wary of consumers not wanting to 

give up their personal information.

If consumers don’t trust a service provider 

and the service offered is not seen as critical, 

consumer trust suddenly becomes important. 

Simply not infringing on data protection laws 

may not be enough to win consumer trust. 

Companies involved in personal information 

processing in Japan face such a problem of low 

degrees of consumer trust regarding data pro-

tection. This applies not only to the legal pro-

tection, but also the processing. This paper ex-

plores what the dangers of low consumer trust 

could mean for a company in its first part. The 

second part looks at the legal backgrounds of 

both regions and how they relate. The third 

part explores various Data Privacy Impact As-

sessments (DPIA frameworks) from both the 
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EU and Japan, In particular the DPIA method-

ology by Constantina Vemou and Maria Kary-

da. The fourth part applies the DPIA to the 

Japanese context. The fifth and final chapter 

gauges how a DPIA solves the relevant issues. 

Overall, this research will gauge what the dan-

gers of low consumer trust mean for an entity 

processing personal information, and whether 

the proposed methodology can tackle the vari-

ous challenges from both a consumer and a 

producer perspective.

1 Consumer Trust and Why it Matters

A cursory search on Google for “consumer 

trust” will lead to several articles on how it is 

important to cultivate for brand loyalty for 

companies. For academic research, such arti-

cles won’t adequately define what consumer 

trust is. Rousseau et al. define trust as willing-

ness to take on risk based on their expectations 

or the behavior of another (Rousseau 1998, 395). 

In the context of digital privacy, this translates 

to trusting someone with your personal infor-

mation.

1.1 The Issue

However, Japan has an issue regarding pub-

lic trust in data protection: 53% of poll respon-

dents do not trust public entities’ handling of 

personal data, and 55% feel the same about pri-

vate entities. 73% of respondents even consid-

ered existing data protection regulations insuffi-

cient (Muneo 2022, 12-13). Legally, a business 

handling personal information in Japan does not 

require the consent of an identifiable person for 

the processing of their personal data. This is 

outlined in Japan’s Act on the Protection of 

Personal Information article 18. There, personal 

information not handled beyond the scope nec-

essary for achieving a clearly outlined purpose 

of use does not require consent. Handling per-

sonal data beyond this purpose of use would re-

quire consent. This contrasts with the EU, 

where consent or a limited range of require-

ments must be fulfilled to legally process per-

sonal data.

Data on similar concerns in a region such as 

the EU are inconclusive (Bauer 2022, 2113). A 

polled 65% of respondents to a special Euroba-

rometer poll felt that they had at least some 

degree of control over their personal data (EC 

2019). This indicates that the various rights 

such as data retention and data portability are 

at least satisfactorily implemented. Further-

more, the legal culture surrounding personal 

data protection in both regions is different (Ori-

to 2005, 1). For instance, Japanese citizens tend 

to accept access by the government to their 
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personal data, provided said information is 

managed properly (Luther 2012, 263).

Keeping this in mind, 233 verified cases in-

volving the leakage of personal data of 46 mil-

lion identifiable persons in Japan from entities 

including public bodies were catalogued on the 

portal site CyberSecurity-jp.com would do little 

to bolster trust (Cyber 2024). One similar statis-

tic across both regions is made apparent in a 

study by Verizon; consumers across both Japan 

and various EU countries consider past cyber-

security breaches and data mismanagement a 

good reason to suspend further utilization of 

services (Verizon 2019a). In Japan, only 5% of 

users would overlook such issues (Verizon 

2019b, 3), with about an average of 11% across 

the countries of the UK, France, Germany, Ita-

ly, The Netherlands and Sweden (Verizon 

2019c, 4). This underlines the statement from 

several of the largest consulting companies 

such as Deloitte (Deloitte 2024), McKinsey 

(McKinsey 2020) and PwC (PwC 2014) that re-

fer to robust data privacy practices to achieve 

a competitive advantage.

1.2 Why it Matters

But to what degree is trust a factor of impor-

tance to begin with? In the case of public enti-

ties, identifiable persons have no alternatives if 

they disagree with the entities’ data protection 

policy. In the case of private entities, this lack 

of competition occurs as well. Social media plat-

forms, search engines and operating services 

for hardware usually have competitors. If con-

sumers want user friendly and ethical terms 

and conditions with regards to data processing, 

however, not much choice remains. When via-

ble competitors are added to the equation, the 

situation changes.

This occurred in Toronto, for example, where 

the Sidewalk Labs smart city project was ulti-

mately canceled. The reason for this was oppo-

sition from its citizens over a personal data 

processing proposition. Sensors and surveillance 

data from inside and outside residences would 

be collected and transferred to third parties in-

cluding Google. A lack of trust cancelled the 

project (Bennat 2020). After all, when personal 

data gathering turns into a fear of surveillance, 

it can quickly become a cause of worry (Zoonen 

2016, 475). Without trust, it is hard to acquire 

acceptance or cooperation from citizens and ul-

timately leads to opposition (Shimizu 2021, 1). 

While Sidewalk Labs ultimately failed at the 

start of the Covid pandemic, a lack of trust or 

social acceptance is attributed as one of the 

fundamental reasons for its failure. Writing for 

the MIT Technology Review, Karrie Jacobs 

stated that the “lack of seriousness about the 

privacy concerns of Torontonians was likely 

the main cause of its demise” (Jacobs 2020). 

When asked for one lesson to learn from the 

failure of Sidewalk Labs, Josh O’Kane who 

wrote a book on the project mentioned respect 
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for data privacy as a fundamental example (Mc-

Donald 2022). This pitfall is identified in case 

studies for Toyota’s Woven City project; data 

is clearly noted to belong to users and society, 

rather than a transferrable commodity (Sakuma 

2020, 37).

1.3 Does it Matter in Japan?

Looking at industry actors, the idea of trust 

with regard to data privacy is common. Con-

sulting companies such as Deloitte (Deloitte 

2023), PwC (PwC 2014), and McKinsey (McK-

insey 2020) regard data privacy as the key to 

building consumer trust. At the same time, 

these actors emphasize several methods to 

build trust, such as education (Deloitte 2023) 

and cooperation (Morey 2015) with consumers. 

Then there is the Japan Institute for Promotion 

of Digital Economy and Community (JIPDEC). 

This non-profit organization provides accredita-

tion services for various IT and management 

processes, including but not limited to APPI 

compliance. A JIPDEC DPIA methodology 

mentions losing stakeholder trust as one of the 

basic criteria for defining risk factors (JIPDEC 

2020).

One major academic issue when it comes to 

trust or social acceptance is that it is a nebu-

lous concept. When it comes to smart cities ac-

ademia, citizen participation and social accep-

tance are very common and emphasized 

concepts. This field of research however lacks 

studies to flesh out these theoretical concepts 

(Meijer 2016, 404). Furthermore, research by 

Granier and Kudo points out that participation 

and trust concepts function differently in the 

Japanese context. They point out that Japanese 

smart city initiatives such as the Kitakyūshū 

Smart Community project simply expected citi-

zens to “cooperate” and not much more (Grani-

er 2016, 70). This same research however ac-

centuates the merits of citizen cooperation and 

active participation in a co-production scheme 

(Granier 2016, 61). This indicates that Japan is 

not immune to the dangers of low consumer 

trust. And by extension the lessons to be 

learned from cases such as the Toronto Side-

walk Labs incident are an ever-present warn-

ing.

2 The Legal Background

One of the main reasons why the General 

Data Protection Regulation (GDPR) is relevant, 

is due to the influence EU data protection laws 

have on the corresponding Japanese legal 

framework. A first legal influence on Japan’s 

Act on the Protection of Personal Information 

(APPI) was the EU’s GDPR predecessor, Direc-

tive 95. This directive featured an adequacy 
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clause, which had an influence on what would 

become the APPI (Terada 2020, 174-178). Fol-

lowing this directive, the EU’s GDPR would 

have a significant influence on further develop-

ments of the APPI, notably on the APPI’s 2015 

amendment (Katsuya 2021, 118-122). Especially 

the establishment of the Private Information 

Protection Commission (PPC) in 2016 was cru-

cial. This agency was created as a third party, 

as opposed to the centralized cabinet structure 

commonly seen in Japan. The PPC would not 

only receive the mandate for overseeing per-

sonal data protection in 2016 (PPC 2024), but 

even receive the authority to provide guidance 

and conduct on-site inspections where neces-

sary.

Further amendments included: rules for 

cross-border data transfer were established, the 

introduction of the concept of anonymously pro-

cessed personal data, and establishing rules for 

sensitive types of personal data (EC 2019a). A 

final amendment concerns various fines and 

punishments under the APPI. Companies could 

see fines from ¥300,000 to ¥100,000,000 if de-

cided on by the PPC, with a possible increase 

from ¥500,000 to ¥100,000,000 for illegal provi-

sions of personal data to third parties, or fraud. 

This brought the severity of personal informa-

tion processing fines closer to the GDPR. Under 

the latter, fines can be either a maximum of € 

10,000,000 or two percent of the companies’ en-

tire global annual turnover, whichever is high-

est. In the case of severe violations, these 

amounts can be doubled.

2.1 Legal Convergence

The establishment and amendments of the 

APPI brought it closer to the GDPR. Observing 

the timeline of negotiations between Japan and 

the EU for the Economic Partnership Agree-

ment provides an explanation for this conver-

gence. When negotiations were completed in 

December 2017, Japan was not on the EU’s 

whitelist for possessing an adequate level of 

protection. In July 2018, this had changed and 

Japan’s APPI was considered adequate by the 

EU (EC 2019b). The APPI amendments that in-

troduced the concepts of sensitive personal in-

formation and the PPC are to be seen as 

amendments in line with the negotiations with 

the EU (Itakura 2018, 159). But besides this, the 

concept of legal diffusion provides additional ex-

planation. Japan being a trade partner of the 

EU which possesses a robust data protection 

framework and can be regarded as the ‘leading 

regulator’ (Bradford 2019, 176). This phenome-

non results in the legal convergence discussed 

above (Bradford 2023, 56), though this can also 

be seen as the EU partaking in “regulatory im-

perialism” (Bradford 2023b,17).
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3 The Legal Tools: Privacy Impact Assessments

This convergence presents opportunities for 

GDPR-related concepts to be applied to the Jap-

anese context. In the GDPR, Data Protection 

Impact Assessments (DPIA) are the main fea-

tures of article 35.

3.1 Tools of the EU

DPIA focuses on risk management, with pri-

vacy by design being a major objective (Oetzel 

2014); hoping to achieve the trust of consumers 

and citizens (Wright 2012). A DPIA becomes 

necessary based on one important condition: 

there must be a high risk involved in a particu-

lar project involving the processing of personal 

information (DPC 2023, 11). This risk can be in-

terpreted either as a potential risk of scale or 

of types of personal data. On one hand, a doctor 

managing their own private business does not 

need to create a DPIA for the processing of cli-

ents’ personal information. On the other hand, 

a smart city featuring several sensors can easi-

ly lead to the involvement of numerous individ-

uals. The EU’s guidelines on DPIA mention: 

“For example, certain “Internet of Things” ap-

plications could have a significant impact on in-

dividuals’ daily lives and privacy; and therefore, 

require a DPIA” (WP 2023, 10).

However, guidelines published by Data Pro-

tection Authorities (DPA) often lack practical 

guidelines (Meis 2016), not featuring templates 

for a DPIA. Only objectives are mentioned in 

section 7 of article 35 of the GDPR:

1. �A systematic description of the envis-

aged processing operations and the 

purposes of the processing, including, 

where applicable, the legitimate inter-

est pursued by the controller;

2. �An assessment of the necessity and 

proportionality of the processing oper-

ations in relation to the purposes;

3. �An assessment of the risks to the 

rights and freedoms of data subjects 

referred to in paragraph 1;

4. �And the measures envisaged to ad-

dress the risks, including safeguards, 

security measures and mechanisms to 

ensure the protection of personal data 

and to demonstrate compliance with 

this Regulation taking into account the 

rights and legitimate interests of data 

subjects and other persons concerned;

This led to the development of DPIA models 

by various actors, such as Roger Clarke (Clarke 

2009) and organizations such as ISO’s 29134 

model (ISO 2017). Further models of DPIA fo-

cused on integrating with the existing EU 

framework. Wright et al, argue for an EU 

DPIA framework, comparing guidelines origi-

nating from several EU countries (Wright 
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2013a). Notario et al. analyze DPIA methodolo-

gies (Notario 2015) in the EU, based in the con-

text of an existing specific EU DPIA template 

(EC 2014). Van Puijenbroek and Hoepman 

would in turn focus on practical examples of 

DPIA which are in use in businesses in The 

Netherlands.

3.2 Tools of Japan

Various frameworks have also been proposed 

by Japanese actors, such as PwC (PwC 2024) 

and JIPDEC. JIPDEC’s recommendations align 

with Toyota’s Woven City guidelines for per-

sonal data protection as protecting individuals 

rather than processing data properly. Theirs is 

a system which closely follows the methodolo-

gy which this paper suggests and gives a solid 

starting point for any businesses handling per-

sonal information wanting to perform a DPIA 

(JIPDEC 2020). Under the influence of various 

industry and academic actors, many DPIA 

methodologies go beyond compliance, with JIP-

DEC regarding it as a helpful tool for achieving 

privacy by design and due diligence (JIPDEC 

2020).

3.3 The Tool of this Research

A more in-depth DPIA methodology was 

proposed by academics Vemou and Karyda 

(Vemou 2019). Their model builds on a library 

of existing DPIA methodologies from a variety 

of sources. Academic sources feature Wright 

(Wright 2013b), Oetzel and Spiekermann (Oetzel 

2014), and Bieker et al. (Bieker 2016) Industry 

standards include ISO 29134, and finally legal 

standards derive from Canada’s legal frame-

work (TBCS 2010) and several policies, includ-

ing two (CNIL 2019) of which based in the Eu-

ropean framework (UK ICO 2014). Vemou and 

Karyda’s Comprehensive Privacy Impact As-

sessment (CPIA) is made up of 6 steps, follow-

ing most other existing models.

Step 1: The CPIA starts with a prelimi-

nary threshold analysis. This step con-

firms the requirements for a DPIA and 

the necessary resources for its relevant 

project. Essentially, whether article 35 of 

the GDPR applies to this project is ana-

lyzed. This analysis should ideally take 

place after senior management green-

lights the project but preceding the bud-

get and timetable finalization by the 

companies’ Data Protection Officer. This 

step ends in a short report featuring the 

motivation behind the creation of the 

DPIA. This entire step should ideally be 

taken in parallel with the relevant proj-

ect.

Step 2: This step features the planning 

and organization of the PIA project at 

the same time as the system implemen-
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tation project. The output of this step in-

cludes a scope, roles for PIA implemen-

tation and PIA team, an overview of 

internal and external stakeholders in-

cluding method of consultation, and the 

PIA plan implementation. The stakehold-

ers -internal and external- are either in-

volved actors, or actors that would be 

impacted by the project. External stake-

holders can include industry experts and 

consumer groups (Wright 2013; Bieker 

2016). The methods of involvement of 

these stakeholders can include but are 

not limited to surveys, interviews, and 

focus groups (Bieker 2016; ISO 2017). Ve-

mou and Karyda place emphasis on the 

selection and inclusion of DPIA team 

members which are representatives of 

relevant business units (Oetzel 2014), 

business analysts, risk assurance and in-

ternal audit staff, communications advis-

ers, and specialists of technology (Vemou 

2019, 45). This step finally features set-

ting milestones parallel to implementa-

tion phases of the new project. The final 

DPIA outcomes can be analyzed to miti-

gate and cover possible newly discov-

ered risks (Oetzel 2014; Vemou 2019, 45).

Step 3: Here, models of personal data 

flows of the intended project are created. 

This includes details such as: the types, 

sensitivity, sources, method of collection 

and processing, purpose, main actors in-

volved, data retention periods and trans-

fers to third parties of personal data. 

Furthermore, the existing security and 

privacy controls of the company are also 

analyzed. Finally, the expected behavior 

of identifiable persons should be incorpo-

rated in the model. Following this, data 

protection targets require defining. 

These privacy requirements become the 

basis of risk analysis and should be 

sourced from a variety of sources such 

as legal frameworks, user expectations 

and general literature (Vemou 2019, 46).

Step 4: Next up is the identification of 

possible risks. This is defined as “a hypo-

thetical scenario of describing how risk 

sources could exploit vulnerabilities of 

supporting assets, in a context of threats 

and allow feared events to occur on per-

sonal data, thus generating impacts on 

the privacy of data subjects (CNIL 

2019).”

This process consists of 3 parts: the 

identification of risk sources, the defini-

tion of threats as possible events that 

would lead to the harm of one’s data pri-

vacy, and the identification of threat sce-

narios through linking risk sources with 

outcomes. These scenarios are mainly to 

be performed from the point of view of 

the identifiable persons. From this, the 

scope of personal data breaches and an 

overview of the possible consequences 
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become visible. Finally, the risk is de-

fined as the likelihood of a threat scenar-

io taking place, multiplied by the impact 

of said threat scenario. As a result, the 

organization has an overview of possible 

threats and their relative scope and 

whether the possible results of incidents 

can be avoided, or its impacts lessened 

(Vemou 2019, 47).

Step 5: From step 4’s risk evaluation, 

r isk mit igat ion can be performed 

through organizational and technical con-

trols. This would ideally reduce the like-

lihood of risks by adjusting the project 

or redesigning the method of personal 

information processing. For this method 

redesign, the risk evaluation provides 

numerical data on potential risks of per-

sonal data processing, aiding reevalua-

tion (Vemou 2019, 49).

Step 6: The previous steps’ outputs are 

tallied for the privacy impact assessment 

process. This report should report the 

following information: “the project own-

er, project description, information flows 

and processing purposes, privacy risks, 

privacy controls to mitigate risks, action 

plan for recommendations implementa-

tion (along with responsible/accountable 

for implementation), residual risks and 

sign-off information.” Compounded with 

risk mitigation decisions turns a CPIA 

into a valid compliance report for GDPR 

article 24 (Vemou 2019, 49).

These 6 steps form the body of Vemou and 

Karyda’s CPIA methodology, though some ad-

justments are possible when applying it to a 

Japanese context.

4 DPIA in the Japanese Context

While being a legal requirement strictly un-

der the GDPR, a DPIA performed in a Japanese 

context would be completely optional. The 

GDPR condition where a possible high risk of 

personal data processing requires a DPIA simi-

larly does not apply to Japan. As a methodolo-

gy however, a DPIA offers several potential 

benefits, along the lines of best practices. An 

inherent benefit of a DPIA is being part of a 

privacy by design philosophy. Previously men-

tioned section 7 of article 35 of the GDPR lists 

the objectives to be met with a DPIA. The first 

of these objectives is the purpose of the data 

processing, which is the same as the APPI’s ar-

ticle 17’s definition of the “purpose of use”. 

This definition is critical, as a clearly outlined 

purpose of use is important under Japanese 

law. Article 18 of the APPI adds the require-

ment of consent from identifiable persons in 

cases of personal data processing beyond the 

scope of this purpose of use from the preceding 

article. Subsequent objectives include the ne-
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cessity and proportionality of the processing, 

assessment of the risks and rights and free-

doms of identifiable persons, and the measures 

to address these risks and safeguard rights.

4.1 Link with Trust

These objectives in a Japanese context are 

appealing in the context of risk management 

and avoiding the gathering of superfluous per-

sonal data. One important question that rises 

from these best practices and risk management 

is the influence it would have on trust. Consum-

er trust or acceptance with regards to new 

technology are often measured through Tech-

nology Acceptance Models (TAM). A TAM de-

veloped by Al Abdali et al found that “the pri-

vacy lifecycle protection, privacy controls, 

impact assessment, and personal information 

monitors significantly influence the service 

trust.” (Al Abdali 2021, 129-130). The various 

benefits of a DPIA can therefore have a direct 

impact on consumer trust. Though a study that 

gauges the impact of implanting a DPIA in a 

method consistent with its objectives would 

provide a clearer link. Regrettably, such a 

study has not yet been done to this research-

er’s knowledge.

4.2 Building Data Privacy

The introduction and methodology to DPIA’s 

from JIPDEC affirms many of these benefits. 

Privacy by design through DPIA implementa-

tion, engagement of the stakeholders and due 

diligence are the three core ideas brought up 

by this organization. Their method follows the 

basic outline of the CPIA method: implementa-

tion decision, stakeholder involvement, imple-

mentation flow planning, risk analysis and miti-

gation (JIPDEC 2020).

Vemou and Karyda’s CPIA method goes fur-

ther, especially in the context of further risk 

management and identifiable person trust man-

agement. Particularly, all steps of the CPIA be-

sides the first step play an important role in 

providing a solid methodology to waterproof 

personal data processing by businesses han-

dling personal information. The second step is 

interesting for building up consumer trust, 

since various methods of consumer integration 

are introduced to fit various situations (Vemou 

2019, 45). Besides integrating external stake-

holders such as customers or consumer groups, 

the method of involvement is also varied. Build-

ing on other models, the CPIA suggests sur-

veys, focus groups, interviews, or workshops as 

implemented in other models (Bieker 2016; ISO 

2017). Going even further, Delphi Consensus as 

a consultation method was tested in the Euro-

pean BIRO project (Di Iorio 2019).

This last specific example illustrates the ma-

jor difference to JIPDEC methodology, where 
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the same objectives are proposed, but differ in 

level of detail and methodology. JIPDEC only 

underlines the need of stakeholder involvement 

and consultation on feedback (JIPDEC 2021). 

While such consultations of stakeholders -espe-

cially consumers- is optional, it is recommended 

by both the CPIA and JIPDEC. The question of 

how far a business handling personal informa-

tion involves consumers depends on how far a 

company is willing to go to perfect their data 

privacy practices. But considering the earlier 

mentions by consulting groups that see data 

privacy as a potential for competitive advantag-

es, there are advantages for consumer consulta-

tion.

Companies such as Japan’s JCB already car-

ry out DPIA’s for customers from the EU. 

They also apply risk analysis methods for tack-

ling risks in personal data protection or even 

broader information security matters (JIPDEC 

2022, 8;32). Having a more robust and detailed 

methodology in place for Japanese markets is 

beneficial in terms of best practices and can be 

used for compliance should data processing in-

clude or begin to include EU citizens. Various 

good practices for data privacy collected by a 

JIPDEC survey point out DPIA related efforts 

from notable Japanese companies. Having the 

various details and methodologies present in 

CPIA would improve these good practices or 

make it easier for other businesses handling 

personal information to perform their own 

DPIA (JIPDEC 2022, 32-33).

5 Rebuilding Consumer Trust

5.1 A Solution to the Problem?

When looking at solving the issue of low con-

sumer trust, a study by McKinsey presents a 

few usable data for comparison. For proactive 

steps businesses handling personal information 

could take, data mapping, operations, infrastruc-

ture, and customer-facing best practices are 

listed (McKinsey 2020). Data mapping envisions 

the data maps of collected personal information, 

with special care taken to not gather unneces-

sary data. This is featured in the CPIA’s third 

step for data flows, with additional parameters 

on top (Vemou 2019, 47). Operations and infra-

structure are similarly featured in steps 3, 4 

and 5 of the CPIA, seeking to properly plan the 

internal management of personal data process-

ing. Looking at the data from Japan’s Network 

Security Agency, only 20.3% of personal infor-

mation processing incidents involve outside at-

tacks. Insider human errors such as misplaced 

data and mismanagement together account for 

50.6% of logged incidents (JNSA 2019, 7). Data 

from the portal site Cybersecurity Japan for 

the years 2023 and 2024 saw a similar trend to-

wards insiders rather than outsiders as the ori-
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gin for verified incidents (Cyber 2024).

This is further mirrored in a comparative 

study where the biggest worries regarding 

data protection for Japanese citizens were the 

mismanagement of personal data by internal 

actors (Cullen 2010, 112). Steps 3, 4 and 5 seek 

to streamline internal management and correct 

mistakes during the implementation phase of a 

project. This further synergizes with reaction 

speed during incidents when roles and respon-

sibilities are clearly defined. Finally, custom-

er-facing best practices can otherwise be 

summed up with privacy by design which is a 

key focal point for DPIAs in general. Further 

keywords include transparency and user expe-

rience, balanced with security and privacy 

(McKinsey 2020). The CPIA’s methodology’s 

third, fourth and fifth steps all include reviews 

of the security and privacy controls. These can 

be evaluated based on consumer input gained 

from stakeholder consultation from the second 

step (Vemou 2019, 45-47). Including consumers 

in the process or publishing DPIA findings can 

directly appeal to consumers, the latter mea-

sure promoted by JIPDEC (JIPDEC 2021).

5.2 Further Building Blocks

Finally, the McKinsey study also interviewed 

consumers for various business practices and 

how these practices correspond to their trust. 

Topping this list was limiting the usage of per-

sonal data to what is purely necessary, and a 

quick response to hacks and breaches (McK-

insey 2020). These coincide with the attention 

given to operations and infrastructure on the 

business side in the previous paragraph and 

steps 3, 4 and 5 by the CPIA. Note that this re-

port was based on the North American market 

and may not translate precisely to the Japanese 

context, though various points of concern for 

the consumer coincide with the findings from 

Cullen (Cullen 2010). Though any possible in-

consistencies on this front further underlines 

the CPIA’s method of consumer involvement to 

address the largest concerns of identifiable per-

sons as ideal.

Conclusion

Companies can have a variety of reasons for 

managing consumer trust, which has been 

shown to be low among Japanese consumers 

concerning data privacy, according to polls. 

Technology acceptance models identify a clear 

link between respect for data privacy and risk 

impact assessment, and consumer trust. From 

a business perspective, most of the largest con-

sulting firms identify data protection as an im-

portant tool for gaining trust. Alternatively, de-
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pending on the product or service provided, a 

lack of respect for the consumer’s need for 

data privacy can have catastrophic consequenc-

es, as seen with the Sidewalk Labs smart city 

project. Consumer trust can thus be said to 

matter in the framework of data privacy. Pri-

vate and public entities in Japan are faced with 

low levels of consumer trust for data privacy. 

Borrowing from the EU’s General Data Protec-

tion Regulation, the Comprehensive Privacy 

Impact Assessment by Vemou and Karyda is a 

fleshed-out methodology that can alleviate 

many data privacy-related worries. Compatible 

with Japan’s legal framework, the appeal of this 

methodology is that it borrows from the EU’s 

stricter data protection law. This strictness has 

led to the development of more robust and wa-

terproof Systems. Furthermore, it corresponds 

to best practices for personal data processing 

management, with consumer consulting mecha-

nisms. These advantages would put it above al-

ternative privacy impact assessments that are 

recommended by Japanese organizations such 

as JIPDEC. This research has shown that prac-

tical solutions can be found in theoretical con-

cepts such as legal diffusion. Japanese entities 

processing personal information can implement 

a myriad of solutions to the problem of social 

acceptance and trust. Methodologies that have 

been refined further already exist and are avail-

able for implementation to rebuild some of the 

lost trust of Japanese consumers.
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For personal data processing, there is a balance between how far a company can push what de-

gree of processing is possible through technology, and what consumers are willing to put up with to 

access a product. In Japan, companies can gather and process personal information with no consumer 

consent if said personal data is necessary for the utilization of a business purpose. Additionally, there 

is a low degree of public trust among the Japanese public for data protection. The former fact means 

that companies are relatively free to gather personal information if legally justifiable. The latter 

means that consumer participation can be reluctant, or that consumers choose to opt out of a service 

or product entirely. This incentivizes companies or public organizations to exceed the strict legal re-

quirements to prevent consumers deciding not to utilize their product or service.

Looking at the evolution of Japan’s data protection law through the framework of Legal Diffusion, 

the influence of the EU’s GDPR is plain to see. This research takes this one step further and looks to 

the GDPR for solving the issue of low consumer trust. One of these would be Data Privacy Impact 

Assessments (DPIA), originating from GDPR article 35. Specifically, there are various academic tem-

plates for these DPIAs, since article 35 only provides a set of objectives rather than a methodology. 

This paper will look at a DPIA method from Constantina Vemou and Maria Karyda, which includes 

provisions for transparency and integrates consumers as a stakeholder.

While DPIAs are not required under the Japanese Act on the Protection of Personal Information, 

this implementation has plenty of benefits in the vein of good business practices. The DPIA is a 

method compatible with the Japanese legal framework and the specific methodology analyzed corre-

sponds to various consumer concerns and problems for personal data processing entities.
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