23 (201 1) FE

RRRFRERFFRFR AL RIBERAF

ELRE (RSoRHEFI—R)
AR
EMA®EB
(FRE22%8H23H 14:00~16:00)

SBMBROAENS 2 E THERTERVTRLHEEA. BROBENSZET,
TEOEEFEE & <HATEE L,

(Please read the instructions on the backside.)

1.
2.

TFi, BESMBEHREI-RADRBREOOHDEDTH S,

FMFOEXIE 1 6R—ITHB, &I, &7, HRIREHADOEFRRENH >
BRICIBBRLES I &,

ARFICE, FF8HEDMEINEZEETNTWD, CD8HEHDHFHNS 4ZFIRLT

BEIBIL,

FFOMREICIE, BARFEXERFNDHSD, HERFEXHDERLZHD T, =
EXEHBLETHLEETH D, MBICERDEWVWDLHZI551E, HEENZESE
g5I¢&,

BERRIZ4MHD 5, BIRUCHBCEICERZRAR I REFERA 5L, D
ENICXEREDL 1 BB, BH, BERROHADVRRADTREL S,

BREREOLADORIC, BRUCHEOESRUZREBESEVHILATII L,
FEESRURBREBSELAUV TWEWERIEY TH 5,

7. BEICRVTEECHRE (FBBEYY—TRY V) ZERAT B L,
8. BERRWEUVTHFREICLDEDET B, I£fEL, RETHEL THERRADR

10.
11.

RET B,

HERFREE, PRREZRHEV,

A7, BERK XEBRKEFER> TREBSEW,
ROBICEBRBS ERBZERAE L




BEDTEHRT £ 1M (Question A1)

(1) HFRE L TETERERICIBWT, X7 MLV A B,C %

ThHDLE, ROXJ FIUVEEAA T —3HEMZRD X,
(a) (AxB)xC (b) (C, A, B)
(2) RDITH] A B3

cosf sinf 0
A=| —sinf cosfd 0
0 0 1
ThsrLE, RzRd X,
(a) detA () A1

(3) RDOEEDZ KD X,

(a) /01 \/21_7562@: (b) /16 x(log, r)*dx
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Question Al

(1) Consider a rectangular coordinate system (right-hand system) and vector A, B,
and C are defined as:

Calculate the vector product (a) and the scalar triple product (b).
() (AxB)xC ) (C.AB)
(2) Assume a matrix A:
cos sinf 0
A=| —sinf cosf 0
0 0 1
Calculate (a) and (b).
(a) detA (b) A1

(3) Calculate (a) and (b).

(a) /01 \/21_70& (b) /16 r(log, r)*dx
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BEDTEHRT E2M (Question A2)

BDEEIZ3AKDEA, B, Cdb 5, A@% N DI DZE - [ DSE 12 5 31T
W5, MEEORKREZIFITRTELD, P2 IZEREL Z>oT0w5, 22T, M
DEFHE T LS \lﬁ\zﬁ\m\Nﬁaﬁ%o

A
C

Ao
R, ADRBIZH 5 NIOMEE . ROBANHE->TBOBICB#T5Z ¢ TH 5,
FHATT © 1RNC 1 DML 22B8 L TldZz 5 72\,

FAI2 HICT OB EoMEEL D REL BT RS 2w,
BAIS : FEIX 3ARDE A, B, C UAITEWLTIZWIT R,

(1) HBEOBBBNDLEE, BBADPSHEBNNKOMBELBE T2 FHEZ 1§ 2
PRI 7L Y AL %2 TR,

(2 (DTN ITYVALENZGFELTCERTHEELLTU T T L%2RYE,

(3) (V) D7NTY AL THA D SHBEBNNKOMEZBE)T 5 7201005
B/NRO OB ENRE M(N) 23K L, £/, M(10) Z5HEE K,

(4) UTOHRIFETH L 27> TWw5 CEEDO 0T 7 L% FIFNECHL %
ibnw7a 77 AEBE L, 22T, SOWTIE LM ED return X% & &
B F O L 217 WD TH 5,

void F(int x, int y) {
int a, b;
R
F(a, b);
return;
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Question A2

Consider three rods A, B, and C, and N disks of different diameters that may slide
onto any rod. As shown in the figure below, rod A has all the disks in ascending order
of diameter. The disks are numbered from top to bottom as No.1, No.2,..., and No.N.

Suppose moving N disks from rod A to rod B observing the following rules.
Rule 1: Only one disk may move at a time.

Rule 2: Disks must be stacked in ascending order of diameter.

Rule 3: Disks must stay on either of three rods, A, B, and C.

(1) Describe a recursive algorithm for moving N disks from rod A to rod B.
(2) Implement the algorithm in (1) as a function of N in C language.

(3) Using the algorithm in (1), obtain the minimum number of moves, M(N), for
transferring all the N disks from rod A to B. Also calculate M(10).

(4) Transform the following recursive program in C language into a program without
a recursive call. Here, the part S includes one or more “return” sentences and
does not call function F.

void F(int x, int y) {
int a, b;
... S ...
F(a, b);
return;

A4



REPTEHRTE £ 3M (Question A3)
7y v IEBIIEIT AU TOMGICEZ X,
(1) A 7Y =7 MEAFEE F2HHE X,
(2) BUTN o HEE 2 fRICHE K,
(a) ZHEHMEK
(b) #hiR7 7 X
(c) FEFRRAEEE %L
(d) RAEBIE T — 7V (vtable)
(€) v/ -4V
(3) UMTFDC++78 77 L TEZLINS class A, B, CDA VAT YR a, b, c
g2 XEY LA 7Y F 2R LERICHVE X,

(4) LFD C++7"0 7 7 L TEFEI N class CDA VAF VA cNDRA V5%
pc £ 5%, pc>va() DY LAY ED KL 9 1T 5 2 ffRICHHE X,
class A
{
public:
void fa() {3
virtual void va() {3

int ia;

}

class B : public A

{

public:

void fb() {}
virtual void vb() {}
int ib;

}

class C : public B

{
public:
void fc()
virtual void va() {2
virtual void vb() {3}
int ic;
}
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Question A3

Answer the following questions regarding programming languages.

(1) Define object-oriented programming languages.

(2) Concisely explain the following terminologies.

(3) Tlustrate with brief explanation the memory layout of instances a, b and ¢ of
class A, B and C, respectively, defined in the following C++ program.

(4) Suppose pc be a pointer to instance c of class C defined in the following C++
program. Briefly explain how pc->va() gets called.

class A
{
public:
void fa() {3
virtual void va() {2}

int ia;

}

class B : public A

{

public:

void fb() {}
virtual void vb() {}
int ib;

}

class C : public B

{
public:
void fc()
virtual void va() {2}
virtual void vb() {3}
int ic;
}
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BEPITEIRE £ 4 (Question A4)
(1) D AAMBUEE§ 2 LN DFIGIZE 2 X

(a) S0 AAMIE 13 ED & 9 HRAHPFHE X,
(b) 7N —F v EEDALZDOUIIL, ED X I R TRE 2 HHE X,
(2) AT T4 N —FICBT 2 TOMGICEZ L, CEHETHIDa—Fza

YRAN LT E 2 AR 2D X REEWERICENS iz, ZED A 'Y v v 713K

32 K,

(a) CPUDSZ DHMGEER 34 794 VAL TR AEAIC, EDX )AL T
FTAUYNF—=F23H D 9 353 K,

(b) EELDAA T F7A4 vy — F2bliiEd 272012, X2 OEEz2 —5EIE
L7 BERGE % Bl , Z OB%, % ZDONY — PO TE 2 03l X,

A =B+ C;
D =3B + E;
K1 :CERBIKLBHEHEI—R

LOAD R1 S0(4)

LOAD R2 S0(8)

ADD R3 R1 R2

STORE S0(0) R3

LOAD R2 S0(16)
ADD R3 R1 R2

STORE S0(12) R3
K2 :E1od—KFZz#8RLUEMI—FK

.

SO (ADR) : (SO LY A¥ Dfi+ ADR) HHDO T FL A% FET,

LOAD AB : XEYBDT—F¥ZLTAFAIZB—FT3,

STORE AB LY ARIBDT—FZAEYAICALTT 5,

ADD ABC :LYRIBDT—FELPRAYCDT—F %2R LTLYARY
A KNS B,

SO

A A A A
B B B B
C C C C
D D D D

K3 : EHOAEIYYT
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Question A4

(1) Answer the following questions on interrupt processing.

(a) Define interrupt processing.
(b) Explain the difference between interrupt processing and subroutine.
(2) Answer the following questions regarding pipeline hazard. The code in C lan-

guage shown in Figure 1 is compiled into machine language as shown in Figure
2. Refer to Figure 3 for the memory map.

(a) Explain pipeline hazards that may occur in the pipeline processing of the
machine language code in CPU.

(b) To avoid the above pipeline hazard, how can we modify the machine lan-
guage code of Figure 27 Explain why the modified code can avoid the

hazard.
A =B+ C;
D =B +E;

Figure 1: The source code in C language

LOAD R1 S0(4)
LOAD R2 S0(8)
ADD R3 R1 R2
STORE S0(0) R3
LOAD R2 S0(16)
ADD R3 R1 R2

STORE S0(12) R3
Figure 2: The machine language code compiled from the code

shown in Figure 1
Note: SO (ADR) means the address of “S0 register value + ADR”
LOAD A B : load the value of memory B into register A.

STORE A B : store the value of register B into memory A.
ADD A B C : store the sum of data B and data C into register A.

SO

A A A A
B B B B
C C C C
D D D D

E E E E

Figure 3: The memory map of the variables
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REPTEHRTE £ 5M (Question A5)

LTFORICRT 70 ZADELEDRAT Y 2 —) Y TIZOWTHEDOMWICEZ X, 22
TiE. B~ uky Yy FoArPa—) v 2EEL, FFELTWSE 7ak 21ETAR
TATY2a—LENBHDET B, {70 ADIVERIEIZ, 2070 ANFE L
THh o T T2 ETORMTH D, FHISERHIZ, TXXTO 782 2D ERH D
iz 7 A0 TE->TRD 5,

7uk A | BRI | IR
A 0 6
B 1 4
C 2 2

(1) BIEEAr L2 =) v 77T AL %2HEH L7 & EOEIRERMzZRD X,
TR AR T T2 ETERPTU Db RVEL, oAU IcHT
ZIRHIFHTE2bD LT 5,

(2) MHBEERINEAR 72 2 =) v 773 ALz L7 & & O InE R % 5k
&, 7oA TILETEPTUDEDLSRVWEL, Tu 20U ZIC
BT M EHETEZ2 DL T 5,

(3) 7V xZ v 7y arod 2 BIRHIE (772 A0FE L 2IRE T, D OLHIR;
M2/ D b D2 L THIT 2 Fik) 2L &, FEIRERR 2K
Lo 70t ADYIF A ICHET 2IFHIZHTE 2D LTS,

(4) 70 2ADUPEZICHT W Z s LT2LE, 2L B)DARTFYa—Y VT
TN T X LOVEEERHRZ KD K, (3) D VEIGEREDS (2) DO FIIRE R
W& DR R2%MH%2 s ODRXTRE, ZHEL, s<1 ET 3,

(5) EBEDARL —T 4 VI AT LTI, 70t RAOUNBRIEH 502 Cobb 5
BRI EPL VD, PRINAUMAFREZ b & ICUBR 2 7 ek 2 %
BHRTIATF 2=V IMfTbb Il %\, ZOL)RAFYa—V T
DYz —D2F, Z OME 2 FHRICHIIE X,
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Question A5

Suppose that the following processes arrive for execution at times indicated. Each

process will run for the amount of time listed. In answering the questions, we assume

that all the arrived processes should be scheduled and that the scheduling is performed

for a single processor. The response time is the time since the process arrived for

execution till the process completes its execution, and the average response time is the

total response times divided by the number of processes.

(1)

process | arrived time | process time
A 0 6
B 1 4
C 2 2

What is the average response time for these processes with the first come, first
served (first in, first out) scheduling algorithm? We assume that the processes
are not preempted until it completes its execution and that the time required
for context switch is zero.

What is the average response time for these processes with the shortest pro-
cessing time first scheduling algorithm? We assume that the processes are not
preempted until it completed its execution and that the time required for context
switch is zero.

When the preemptive shortest processing time first scheduling algorithm is used,
what is the average response time for these processes. In the preemptive shortest
processing time first scheduling algorithm, when some process arrives, a process
with the shortest remaining processing time is scheduled. We assume that the
time required for context switch is zero.

When the context switch time is s, what are the average response times for
these processes with the non-preemptive and preemptive scheduling algorithms
(2) and (3) 7 What is the condition that the average response time for scheduling
algorithm (3) is shorter than that for scheduling algorithm (2). We assume s < 1.

In the real operating systems, the processing times are not known in advance and
some scheduling algorithms are widely used which gives a short process higher
priority based on the estimated processing times of processes. Give an example
of such scheduling algorithms that can be implemented on the real operating

systems, and explain its outline.
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REPTIEHRTE £ 6 (Question A6)
BAED A v & — % v MZEBIT 2R HIEIC OV T T O WICE 2 &,
(1) V=T AT ET7FT—=F 4 Y ZIZO0THZEDE DY S & I ITHHE X,

(2) RS2 KD AREZEZ 5, do(y) Z 226 y ~NDRFREFED 2 A N, c(z,v)
ZREET 2 2, o OV Y 2 DAt ET 2L do(y), do(y), c(z,v) DRI H
ZEARDIR D 320, Z OBRAE KD X,

(3) Distance Vector (DV) (&, HNADRET d,(y) Z 0 NI KD 2 73 XL
THB, Do(y) % do(y) DEPHEET & X, DV P ATY AL%ERE L,

(4) 32D/ —=F x,y,23HD ., c(z,y) =4,cly,2) =1,¢c(z,2) =50 €T 5, £7=, Y
Y7 aAZXME = FRTICBH LN TH % ERET %, T80 c(u,v) = c(v,u)
DIRD VLD, HBRENC c(w,y) =1 %> 7BED DV 703 XL DEEH) %
N,

(5) LRt (@) DdH L. H BN c(x,y) =60 E2>72HBED DV 7L X LD
ijj%/—j‘_\‘ﬁo

6) LR () IcBIT 5. ZDEBEERET 5701013 ED K I 7 TRHGBEED ?

(7) 4 v —%v b OREEHIEENIZFREEREIC L DRI NS &2 BAENLH 22
FCREL R &,
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Question A6

Answer the following questions regarding the Internet routing.

(1)
(2)

()

(6)
(7)

Explain the difference between routing and forwarding.

Consider the shortest path problem. Suppose d,(y) be the cost of the shortest
path from = to y, c(x,v) be the cost of the link between neighboring nodes x
and v, then there holds a formula among d,(y), d,(y), and ¢(z,v). Obtain the

formula.

Distance Vector (DV) is the algorithm for calculating d,(y) in a distributed
manner. Suppose D, (y) be the estimated value of d,(y), define DV algorithm.

Suppose we have three nodes, x, y, and z, and ¢(x,y) =4, c(y,z) =1, ¢(z,x) =
50. Also a link cost is symmetric in terms of the node pair, that is, c¢(u,v) =
¢(v,u) holds. When ¢(z,y) = 1 is enforced, describe how DV behaves to achieve
the shortest path.

After the change in (4), when ¢(z,y) = 60 is enforced, describe how DV behaves
to achieve the shortest path.

How can we avoid the behavior of DV in (5)7

Explain in detail, giving example(s), that the routing control in the Internet is
conducted in a hierarchical structure.
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BEDTEHRT 7 (Question A7)
(1) XD 7 — A% e X,

(a) ABCD + ABCD + BCD + ABC
(b) ABC + BC + ABC
(c) ABC+ ABC + ABC + ABC

(2) MAGDREEEIZ OV T FORWIZEZ &,

(a) AT oflaabE Rz 7 — 2w TORY,
(i) 2EY FAJIT, @R 1DE Y b DBHMERDORIC 1 Z2HNT 5, 2E Y
MEEOSY T4 F oy 7Bl R G X
(i) FEdo2Ey MEBUSRY 74 F =y Z B2 VT, 4 €y MEEUSY
T4 F xy 7RG X
(ii)) 8 EY FDOEBSY T4 F 2y 7 HEZ KRG X,
(b) 2y FD 2R H B, AN L TZD2R]ICEHEL W ZET 254G
R Rl 2 BGE T &
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Question A7

(1) Simplify the following boolean functions.

(a) ABCD + ABCD + BCD + ABC
(b) ABC + BC + ABC
(c) ABC+ ABC + ABC + ABC

(2) Answer the following questions regarding combinational logic circuit.

(a) Show the following logic gate diagrams.

(i) Design a 2-bit even-parity check logic circuit that has 2-bit input, and
1-bit output and that generates the value ‘1’ only when the number of
1’s is zero or two.

(ii) Design a 4-bit even-parity check logic circuit by combining the 2-bit
even-parity check logic circuits in the previous question.
(iii) Design an 8-bit even-parity check logic circuit.
(b) Design a combinational logic circuit which has input of 2-bit binary number,
and output of square of the input number.
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REPTEHRTE £ 8M (Question A8)
(1) 227 —% - HEERICBET 2T O (a) 226 () DFEARHCOWT, 207
NRTRICEHY X,
(a) Z22MIoAn, B, Jrbrifr (RAZHLX)
(b) HI&, HHELR, B
(c) FEF—vav, B, EN
(2) ZEHDEHRICEET 2T O WICE Z K,
(a) PLEER & E - BEIC O TEBICHT X,
(b) ERED X ) ICAEFEEZ G T — % 2 RIT 2 LI O W RIS

(c) N3GRS %\ IMEET 2 EHIZBEIRTH 2 L EDN D, TNUDVEKRT
%EZHEMEICHHL ., EMEFRS A7 2DI0HENICE 2 5R%R %
FEEH:F‘ \-uHHJ@.'J:o
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Question A8

(1) Explain the following three sets of terms concerning geographic information and
spatial data concisely.
(a) spatial distributions, density, areal units
(b) surveying, control points, digitization

(c) navigation, outdoor locations, indoor locations
(2) Answer the following questions about spatial information.

(a) Discuss location information and accuracy/precision concisely.
(b) Briefly discuss methods for presenting data that contain uncertainty.

(¢) Spaces that humans understand or convey are said to be ambiguous. Briefly
discuss its meaning, and its implications for the applications of location-
based systems.
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Directions: Do not open this booklet before the examination begins.

10.

11.

Read the following instructions carefully.

. This booklet is for the examinees in Applied Computer Science Course,

Graduate School of Interdisciplinary Information Studies.

This booklet includes sixteen pages. Report missing, misplaced, and
imperfect pages to the instructor.

This booklet includes eight questions. Select any four questions and
answer only those four.

Each question is described both in Japanese and in English. Use the
Japanese version primarily; the English version is provided for the
reference purpose only.

There are four answer sheets and a scratch paper. Use one answer
sheet per question. A scratch paper is provided for calculation. Only
the answer sheets will be considered valid.

. Write a question number and your examinee’s number in the des-

ignated boxes located at the top of each answer sheet. The answer
missing a question number and/or an examinee’s number will not be
considered valid.

Use only black pencils (or black mechanical pencils).

Answer the questions in Japanese as a general rule, although you are
also allowed to answer in English.

Do not leave the room until the examination is finished.

Do not take away this booklet, the answer sheets, and the scratch
paper.
Write your examinee’s number and your name in the designated boxes
below.
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